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Background
* Event Extraction |
@ Triggers

e, . (O Arguments
. and arrested [Arrest] six people [Arrest.Person] on |

charges of conspiracy to publish seditious publications

[Arrest.Crime].

________________________________________________________________________________________________________________

® . .
@ Arguments: Participants in the event

> Triggers: A word or phrase that triggers an event

* Traditional event extraction only considers the information in
the text, but lacks the rich event information in other modalities.



Background

« Multimodal Event Extraction (text-video)
« |dentifying event information from the given text-video pairs
* Input:  Textx;, video clip y;
« Qutput: Triggers xf, arguments x?
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Existing Work

* Diverse format of features
* Video-level feature
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Existing Work

‘s Contrastive learning for modality alignment
 Contrast global video feature and text feature
 Contrast global video feature and event type feature

Text Event Predictions Event Type Set Video Event Predictions
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[52] Police officers arrested
[Arrest] six people.

[S3] It follows a march —
[Demonstrate] of 35,000

people through Holland
and Belgium last month.
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disperse [Attack] the
demonstrations
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Input Sentences Cross-modal Contrastive Learner (ColLearner) Input Videos

Cross-modal Contrastive Learning for Event Extraction (DASFAA 2023)
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Issues of existing work

B Disregard motion representation

 Existing works ignore the rich motion features in videos

B Global video features are hard to be directly aligned with event
types

« Event types in videos refer to specific video clip

« Abundant background noises in the appearance features of videos



Issues of existing work
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- and arrested [Arrest] six people [Arrest.Person] on
charges of conspiracy to publish seditious publications
[Arrest.Crime].
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Motivation of our work

* Introducing optical flow

a) Utilizing motion representations
b) Excluding background noises



Motivation of our work

Trump held his own eleventh- The meeting came ahead of
hour r. ally at an airfield. planned summit with Trump.

* Introducing optical flow

We Observe that the same event trlggers After Trump used the song at The visit comes meeting with

his recent rally in Tulsa. Korean president

correspond to similar motion trajectories Trigger:iraiiy] g '”009' mewing]

Tngoer arrested
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Four men have been arrested Several people were arrested
in Australia cver a plot tc Bring and-many reporters were
down an airplane. injured in the clashes.




Our Work

a)
b)

)

Introduce optical flow to multimodal event extraction

Propose multi-level event contrastive learning to align the embedding space
between optical flow and event trigger

Design dual querying text module to enhance the interaction among multiple
modalities.
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Base multimodal feature extractors

« Astrong language model T5 as the text encoder;
« PWC net utilized as the optical flow feature extractor;
A powerful video appearance feature encoder 13D model

T5 model O —

13D model >

N[
o
|

EI‘

Text feature

Optical flow feature

Video appearance feature
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Multi-level Event Contrastive Learning

Why event Contrastive learning

* The background noises in various videos make it hard to align global features
and event features

« Event features could supply more specific information and be directly
beneficial to event information extraction



Multi-level Event Contrastive Learning
Why Multi-level

* |dentical event triggers usually involve similar motion representations

* In the event extraction, an event type Is correlated to various triggers



Multi-level Event Contrastive Learning

. Event type

® Event Trigger + Attack > kick, punch:
°  Optical flow

.’ R -
« Kick = flowl, flow2, ...;

¥ 1 * Punch = flow3.flow4, ...



Multi-level Event Contrastive Learning

« Event type level

Since an event type corresponds to various triggers, we use event types as the
anchors for triggers

» Event trigger level

Considering the same event triggers correspond to similar motion trajectories in videos,
we regard the triggers as the anchors for optical flows
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Multi-level Event Contrastive Learning

* Firstly we obtain the event type features and event trigger features
from text features

Retrieved from
sentence embedding

o @ Event trigger feature
Text feature = Q ==
(o

—_ >

Obtained by @l Event type feature
word embedding




Multi-level Event Contrastive Learning
* Then we set the positive and negative pairs In training process

 Event type level

« Positive pairs of each event type consist of all referring trigger words and the event type itself
« The negative pairs comprise irrelevant trigger words and the event type itself

 Event trigger level

* Each trigger‘s positive pairs are composed of optical flow features that point to the trigger and the
trigger itself

« The negative pairs are made up of optical flow features that are unrelated to the trigger and the
trigger itself



Multi-level Event Contrastive Learning

 Finally we define the loss function of contrastive learning.

* Multi-level training loss
* Supervised contrastive learning form

B exp(x - 2*/T)
'Ctype - = Z logz
i=1

AEW,\ 2 exp(zt - 2L /7)’

B . .
exp(z* - FE)/T)
Etr'i - = If)g j U ?
! ; Zpgepoc\péexp(zz - F5/T)

* T IS the temperature parameter of supervised contrastive learning

. xt, z! F} are the features of event types, event triggers and optical flows
respectively




Dual Querying Text
« Enhance the interaction among three modalities
* Improve the explainability

—_ :> Optical flow feature

S

O = Text feature

' il Video appearance feature
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Dual Querying Text

* Query each token in the text to find out which token reflects the
optical/video most.

== —aR
—: ::>__> Optical flow feature :%
o L] . I
O = Text feature ...Police... ...Run...
o L]

' il Video appearance feature &
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Dual Querying Text
* Employ two transformer architectures
« Set optical & video as the guery input and text as the key & value

Input

A, = softmax(

A, = softmax(

FVHng;;rquT

)FTHUH

Vvt
FoHy,H, Fp

Vvt

)FTHUQ 1

Dual Querying Text
Optical Flow Feature

||j:.
> Transformer

Block

Text Sequence
Feature

IJ‘ »  Block

Video Appearance Feature
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Experimental Setup

e Datasets

« TVEE
« VM2E2

« Evaluation Metrics
« Trigger: Precision, Recall, F1
« Argument: Precision, Recall, F1

* The event schema is from ACE2005 benchmark that consists of 8 superior event
types and 33 event types

 Contact, Speech, Disaster, Accident are added to the event schema because
schema in ACE2005 could not cover all the event types in videos



Results

* Overall Results

« Multimodal methods perform better than unimodal methods;
* Our method outperforms all the baselines in terms of trigger evaluation on TVEE

dataset

Text Evaluation Video Multimodal

Dataset Input Model Trigger Argument Evaluation Evaluation
P R FI P R F1 P R Fl P R Fl
DEEPSTRUCT 764 752 758 53.1 489 509 - - - 764 752 1758
Text CoCoEEy 760 766 763 629 442 519 - - - 760 1766 763
TSEEr 757 772 764 633 450 526 - - - 157 712 764
IVEE JSL - ] - - . 482 516 498 482 51.6 498
VEE  video CoCoEEy - ; - - - 491 607 543 49.1 607 543
TSEEy - . ... 487 621 546 487 621 546
IMMT 743 802 77.1 50.1 549 523 554 570 562 872 88.6 879
Multimodal CoCoEE 807 764 785 656 454 536 564 574 569 929 929 929
TSEE (ours)  82.6 80.5 81.5 67.0 493 568 582 58.6 584 944 937 94.0
DEEPSTRUCT 447 431 439 198 132 159 - - - 447 431 439
Text CoCoEEy 415 45.6 435 205 153 175 - - - 415 456 435
TSEEr 452 418 434 212 17.1 189 - - - 452 418 434
JSL - ] - - - 212 186 198 212 186 198
VM2E2  video CoCoEEy .- . . . . 273 312 291 273 312 291
TSEEy - ] .- - 265 307 284 265 30.7 284
IMMT 397 563 466 179 243 206 324 375 348 761 695 72.7
Multimodal CoCoEE 473 477 475 267 185 218 332 372 351 782 756 769
TSEE (ours) 492 535 516 245 27.4 259 351 380 365 789 772 78.0
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Results

Dataset Units Trigger Argument

* Ablation Study O HD P R FI P R FI
762 769 765 628 46.1 532

76.8 773 770 639 457 533
80.5 79.2 798 645 473 54.6
v 826 805 815 67.0 493 568

423 459 440 213 16.6 18.7
440 472 455 208 181 194
v 479 506 492 227 253 239
v v 492 535 516 245 274 259

TVEE

AN AN

v
v

VM2E2

SN

Table 2: Ablation study on three units in TSEE. ‘O’
represents OFF (Optical Flow Features). ‘H’ means
MECL (Multi-level Event Contrastive Learning) mod-
ule. ‘D’ denotes DQT (Dual Querying Text) module.
‘v’ represents our framework is equipped with the unit.

» We add the module one by one to our model
« Our model equipped with all modules performs best in terms of trigger and argument.



Results

* T-SNE visualization for MECL module

(a) w/o MECL (b) w/ MECL

* The a picture removed MECL from our method.
» Each dot represents one optical flow and each color denotes a specific event trigger.
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Results

 Case study on Dual Querying Text
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« The first line is video and the second line is optical flow.
« we visualize the attention heatmaps based on the attention scores output by Dual Querying Text.



Conclusions

* We propose a novel framework called TSEE that leverages the motion
representations in videos. To the best of our knowledge, we are the first to
Introduce optical flow features into text-video multimodal event extraction.

* Our proposed modules, MECL and DQT, significantly improve the model
performance.

* The experimental results on two benchmark datasets demonstrate the superiority
of our framework over the state-of-the-art methods.



Thanks for watching!
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